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CLUSTER ANALYSIS OF VOIVODSHIPS IN REGARD
TO SOCIAL MEDIA USAGE IN ENTERPRISES
AT THE BACKGROUND OF EU STATES

The aim of this work is to assess the developroembivodships in terms of social media
usage in enterprises with the use of the clusteriathod. In the theoretical part of the work
the rationale of the research study (significarfcgocial media in business activities of post-
industrial enterprises) and research methodologe wecluded. The empirical part of the
work involves presentation of the research res8its.within the framework of social media
usage by enterprises, the rankings of voivodshigre wreated and the clusters of voivodships
were detected. Data from the years 2014-2017, gedviby the Central Statistical Office of
Poland, was used. The results served to comparasaass voivodships in individual years
of the period from 2014 to 2017. The comparisonsewarried out at the background of data
relating to the social media usage by enterprisé&dl states in the period 2014-2017.

Keywords: social media, e-commerce, e-recruitment, voivodsHipear ordering, clustering
method.

1. INTRODUCTION

In the literature of clustering of voivodships @rs of information and communication
technologies (ICT), threads relating to the knogkedased economy, information society
and new managing concepts (e.g. e-business, omarketing, CRM, network manage-
ment, X-engineering) can be noticed ((Papseniech [Eds.] 2016, p. 208-217; Wierzbicka,
2017; Kaczmarczyk, 2017, p. 83-96). This is dug¢hi fact that ICT have a significant
impact on the implementation and development ofatheve listed ideas. For this reason,
ICT development is fundamental and requires condgicesearch. In this context, social
media (characterised by many advantages) are edigagiportant and these become more
significant in socio-economic terms.

The increase in the popularity of social medianisannection with increasingly greater
social media usage by enterprises in the busindeses as a new communication channel
to inter alia promote their products and brandstl@nother hand, social media users rec-
ommend interesting content, i.e. they share opsalmout brands, products, services and
advertising campaigns. Social marketing enablessusecreate a group of loyal customers
and quickly acquire new customers. Through comnaiitiao on social media, companies
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encourage consumers to share ideas that they earutie to work on the creation or mo-
dification of products and services. More and moften social media are useful when
a company recruits employees, for example whennapaoy seeks people with narrow
a specialisation. Social media has also becomelddoimproving communication within
the company, enabling employees to exchange osrdad ideas.

The aim of the article is to assess voivodshipgaiing the development of social
media usage in enterprises) on the basis of clasi@ysis in each year for the period from
2014 to 2017. The social media usage is undersiedte percentage of companies in the
following aspects: at least one social medium &lusocial networking services are used,
blogs and micro-blogs are run, websites enablingimgamultimedia available and wiki
tools are used. In order to achieve the assumediagntinear ordering methods (i.e. aggre-
gated measure that was non-based on the pattelevefopment and aggregated measure
based on the pattern of development) and Ward's)adetvere used in the carried out
analyses.

Social media can significantly support business/iets of post-industrial enterprises.
So, the research effects are an information basistahe possibilities of business develop-
ment in individual voivodships by means of socia@dia. In a broad context, these possi-
bilities translates directly into socio-economicvel®pment of particular voivodships.
Therefore, the results can be treated as suppothéopolicy of digitisation and building
a knowledge-based economy.

2. ROLE OF SOCIAL MEDIA IN CONTEMPORARY ENTERPRISES - THE
IMPORTANCE OF RATIONALE OF THE RESEARCH

There is an extensive literature about social miedisarketing (Mangold, Faulds, 2009,
p. 357-365; Safko, Brake, 2009; Weber, 2009; Meearr@10; Castronovo, Huan2Q12,
p. 117-134; Chaffey, 2015; Barger, Peltier, Schidt6, p. 268-287; Van Looy, 2016). If
one looks at social media as a marketing tool, these media should be regarded severally
and the communication process (which is based cialsmedia) should be seen as an en-
tirety. The reason is that social media are charsed by the following specific character-
istics: wide (global) scope, interaction speedathar low cost, contribute to significant
increase brand awareness, enable entrepreneums &ufjgestions and ideas, contribute to
a long-term brand and product loyalty, support execeerce and improve customer care.

From the above mentioned social media advantagésworth emphasising content
about supporting e-commerce by social media. Oneoasider this support in the indirect
or direct meaning. The first one is expressed agging high activity (positive opinion
about brand and products) on websites and atttpa8rmany fans as possible. Interesting
data related to influence of social media on e-cenom are contained in the report of the
Chamber of Digital Technology in Poland. Accordinghe report, in 2016 in Poland, 61%
of social media users posted opinions and infolwnatibout their purchases online by
means of these media. In the same year 76% oflsueidia users stated that when they
made purchasing decisions, they were guided bytipegipinions of their friends. Under
the mentioned data, the number of brand fans haspact on perceiving a particular brand
(i.e. whether it is trustworthy or not). Nearly 5@%osocial media users declared it. At the
same time 60% of social media users stated thgat‘ttke” and “observe” various brands.
Therefore, the above data can be treated as datad¢o the indirectly support of e-com-
merce by social media. The directly supporting Bxerce by social media is based on
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enabling consumers to avoid one of processes, whiatost disliked by consumers, i.e.
registering or logging in to an e-shop. In 2018 aland 34% of consumers chose the option
of logging in to other sites by means of a socialdm account and the majority of such
sites were online shops. Currently, social medtaésspace in which a quite high volume
of trade takes place that is indicated by the Yoty data: 38% of social media users de-
clared that they have already used the “buy nowvitoouand 32% of them made a direct
purchase through social media.

Summing up the content of social media impact eaommerce, in 2016 in Poland 24%
of social media users were of the opinion thatantirabsent in social media is “already
lost” and 21% of social media users consider thelh & brand is “not trendy”. The younger
they are, the more often they agree with this @pifiLubie to czy kupyjto?...,2016).

Social media are important for enterprises as #neyefficient e-recruitment tool (Roe-
buck, 2012; Bondarouk, Olivas-Lujan [Eds.], 2013 7-120; Mulder-Williamson, Taylor,
2013; Schlesinger, 2014; Rospigliosi, Greener [E&814, p.57-63; Headworth, 2015;
Wozniak, 2016, p. 103-124; Gravili, Fait, 2017). Comigs increasingly often decide to
use social media in the recruitment process, anihlsmedia popularity will also grow in
the future. This is due to the fact that social imesage provides companies with the three
most important long-term benefits (Gzowska, 2016/992). First of all, social media is
a significant facilitation for jobseekers becaubese media provide wider access and
geographic scope. Regardless of the location, dates, who are interested in a specific
job offer, can apply for the offered job from amwgétion. Secondly, social media enables
recruiters to find hard-to-reach candidates. Thsoa for this is that the use of social media
gives the opportunity to reach passive (non-segldagdidates who are difficult to reach
by other means. Thirdly, due to the applicatiorsofial media, a competitive advantage
can be achieved, i.e. recruiters, using social engdihe recruitment process, gain an ad-
vantage over recruiters who do not use social medtais process.

However, it should be remembered that the usefaloésocial media in employee re-
cruitment depends on the type of business actvitiels worth noting that various social
(business) services are not equally effective Ergvecruitment process. Recruiters point
to the fact that the GoldenLine service is effecfor seeking less qualified employees with
a little professional experience or representirghaiprofessions, as well as those whose
qualifications place them at the level of not mtr@n specialist. On LinkedIn, it is easier
to conduct international recruitment processeseHecruiters find highly qualified em-
ployees.

3. THE RESEARCH METHODOLOGY

In the initial part of the research, the rankin§saivodships (in regard to social media
usage in enterprises) were created by means ofodethon-based on the pattern of de-
velopment (Panek, Zwierzchowski, 2013, p. 57-108us, the conversion of considered
variables was conducted. The conversion was caaigdy the use of the unitarisation
formula:

" maxx; —min x; 1)
i ij i ij
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and by the use of normalisation formula:

X = ———,
Y maxx; )
I

in whichx; is observation of-th object ang-th variable (=1, 2, ..n; j=1, 2, ...d).
The aggregated measure (fheneasure), which bases on the unitarised variabies,
computed in following manner:

1 ¢
ST ‘ZXH (3)
and theh; measure (based on the normalised data) was codhasit®llows:
d
1
h= 2 (@)
=1

Within the framework of methods based on the patt#r development, Hellwig's
method was used (Hellwig, 1968, p. 307-327). Thgregated measuig; was calculated
after data standardisation:

X =——. (5)

The coordinates of the pattern (ideal) object wvassumed as maximal values of all
variables, because all variables were stimularttedimeasure is determined as follows:

d.
d, =1-—1% i=12..n, (6)
do
where:
dip = d(x;, %o) = Q)
do =dg +2s4. (8)

Formula (8) means that is the sum of arithmetic mean df and 2 as doubled
standard deviation afp.

All above analysed aggregated measures are saectest, that the higher value of the
measurds, h;or d;), the more advanced development of the exploretigimenon.

In order to conduct cluster analysis, Ward’s methad applied (Ward, 1963, p. 236-
-244). This method was the analysis subject in warkmany researchers (Romesburg,
2004; Gan, Ma, Wu, 2007; Walesiak, E. Gatnar [E@QD4, p.316-350). Ward's method
is one of the standard agglomerative hierarchiketering methods (including the single
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linkage method; complete linkage method; group ayetdinkage method — called also as
UPGMA - the unweighted pair-group method usingaberage approach; centroid linkage
method — known also as UPGMC - the unweighted graivp method using the centroid
approach; median linkage method — alternative naméPGMC — the weighted pair-group
method using the centroid approach). Within thenfwork of literature on the clustering
method, comparative research, related to the doess of discovery of given types of data
structure, can be remarked. It has been provediaatl’'s method (in addition to the flex-
ible method) is the best agglomerative hierarchicathod (Arabie, Hubert, Soete [Eds.]
1996, p.341-375).

The squared Euclidean distance was used in Waretlsod. This method has geometric
interpretation only with assumption of this typedidtance. According to Ward’s method,
the merging of two clusters is based on the vafisim of squared erroBGH. Two clus-
ters are so joined that the increase of total withusterSSEis minimal, soSSEis the
criterion of fusion of two cluster§&SkEis calculated in following manner:

k
SSE= ) SSHEC,), 9)

i=1

in which SSKC)) is within-clusterSSEand it is determined as follows:

SSEC;) = D (x ~H(C )X ~H(C))' (10)
xOC
or
T
SSEC) = x" - | Dx| x| = DT -|CiCHuE)", (11)
XEC |Ci| XEG XEC; XEC
where:
1
HGC) =7 2 2
|ci|Xaci (12)
X = (Xgy Xg yein Xg) T (13)

s0,u(Ci) is the mean o€, x is a vector denoting the object (point) from ctusl;, andx;
is a scalar denotingth attribute ofk. The number of attributed is also called the dimen-
sionality of the data set.

Therefore, totaBSHEs sum of individual within-clusteé8SE Due to the criterion, which
is used in Ward’'s method, this method is also dadle the minimum variance method.

In connection with the presented properties of Wantethod, the main characteristics
of this method are juxtaposed in Table 1.
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Table 1. The summary of Ward’s method

. Distance between
Alternative Usually used .
L cluster are defined Remarks

name with: :

as:
Minimum Distance Increase in sum of | Assumes points can be represented in
sum of squarg (requires raw | squares within clus{ Euclidean space for geometrical intef-

data) ters, after fusion, pretation. Tends to find same-size,
summed over all spherical clusters. Sensitive to outliefs.
variables

Source: Own coverage on the basis of (Everitt, bandleese, Stahl, 2011, p. 79).

If one uses the squared Euclidean distance to ctangiigsimilarity matrix, then the
dissimilarity matrix can be analysed by means efltance and Williams recurrence for-
mula (Lance, Williams, 1967, p. 373-380; Scheib&ahneider, 1985, p. 283-304):

D(C. G LC) =
C.l+|C Cy| +|C; C
&d+lal %' Lo, cp+ S0 k|21| ’|D(ck,cj)——|zk| D(G.C), a4
jk ijk ik
where:
Zijk = |Ck| +|Ci | +‘Cj ‘ (15)

If one assumes that clus@randC; will be merged intdC; cluster and this cluster will
be joined withCy cluster, then the increase3%Ecan be noted in following manner:

ASSE; &ASSEJ. , (16)

_ Ci|+[c,
ASSE:—|CK|+|C'|ASSE<i+| sl -
AR

il *[C:] Gl *[C:]

where:, yj — the means of cluste@, C; respectively.

From the above it is concluded that an increasetal SSEis caused by an increase in
SSEwithin the following pairs of cluster€x andCi, C« andC;. On the other hand, the
increase Ir5SE that was caused by creating clustefon the basis clustersaandj) influ-
ences reduction ®SSE

4. THE RESEARCH RESULTS

The research was conducted for each year fromeahedof four years (2014-2017).
The clustered elements were voivodship§ = 1, 2, ..., 16). Diagnostic variableg de-
scribing the clustered elements, were initiallyumssd on the basis of GUS daBpfte-
czeistwo informacyjne w Polsce.2014; Spoteczéstwo informacyjne w Polsce.2015;
Spoteczéstwo informacyjne w Polsce.2016; Spoteczéstwo informacyjne w Polsce...,
2017). These pre-selected diagnostic variable%jimere following:

X1 — enterprises using at least one of the below imeed social media,

X2 — enterprises using social networking services,

X3 — enterprises having blogs and micro-blogs,
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X4 — enterprises using portals enabling multimedaxisky,

Xs — enterprises using Wiki tools.

Therefore, the above listed pre-selected diagnesti@bles were relative frequencies
referring to enterprises using a particular typsasfial mediaj(= 1, 2, ..., 5).

In order to exam the discriminative possibilitifstioe pre-selected variables, the de-
scriptive statistics were computed. The below dfgetidescriptive statistics were com-
puted: arithmetic meaAM), standard deviatiorSQ), standard errorSB), coefficient of
variation CV) and coefficient of skewnes€$. The obtained values of the descriptive
statistics enables selection of the variables lgadiscriminative possibilities. Effects of
computations of three first statistics were vissedi in Figure 1.
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Figure 1. Box-plot on the basis of all variablegach year from the period 2014-2017
Source: Own coverage on the basis of data from GUS.

The majority of the variables, namely variabl&g: X, X35 are characterised by a clear
growth tendency in annua&lM for the period 2014-2017. In the case of variatlea de-
creasing tendency can be noticedM in the same period. It was remarked that the lighe
value ofAM of each analysed variable is generally accompanyeligher value oEDin
the period 2014-2017. In the majority of the vaegak{X;, Xz, X3), the highest value &M
can be observed in 2017, but in case of the thsesdlvariables, the highest valueSi)
can be clear observed in 2016. Variaklevas characterised by the high8Btalso in 2016,
but the highest value @M of this variable was in 2014. In case of variakdgthe highest
value ofSD can be observed in 2015, despite the fact thahitifeest value of average of
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this variable was in 2014. This findings (basedhmnvisual analysis) suggest that &Y.
of Xi, Xz, X3 variables in 2016 should be higher than in thet gear. Except for 2014, the
analysed variables were characterised by the sade m regard to value &M in the
assumed period. The order of the variables inahigext was followingXi, Xz, X4, X3, Xs.
In 2014 variableXs was beforexs.

The above consideration was supplemented by conpttie all previously listed de-
scriptive statisticsAM, SD, CV, CS. The results was juxtaposed in Table 2.

Table 2. Values of the descriptive statistics

AM | sb | cv | cs AM | sb | cv | cs
2014 2015

X1 20.2813| 3.3373| 0.1646| 0.8007| 20.5500{ 3.3435| 0.1627| 0.5937

X2 17.0875| 3.2133| 0.1880| 1.1316| 18.6000] 3.4215| 0.1840| 0.5305

Var.

X3 2.9875| 1.1831] 0.3960| -0.3555| 3.4438| 1.4656| 0.4256| 1.3560

X4 7.9938| 1.5373| 0.1923| 0.0943| 7.1875| 1.5671| 0.2180| 0.7278

Xs 3.2688| 0.8268| 0.2529| -0.5075| 2.2375| 0.9722] 0.4345| 0.9055
2016 2017

X1 23.3813| 4.2010{ 0.1797| 1.2595| 25.6188| 4.0298| 0.1573| -0.5770
X2 21.6063] 4.0977| 0.1897| 1.5271| 24.2500[ 3.9623| 0.1634| -0.6657

X3 3.6063| 1.9292| 0.5350| 2.1145| 3.8250| 1.4224| 0.3719| 0.8476
X4 7.5500] 2.3571] 0.3122| 1.1954| 7.8250| 2.0260{ 0.2589| 0.2681
Xs 2.0875| 0.6752| 0.3234| 0.9082| 2.0375| 0.7788] 0.3822| 1.1733

Source: Own calculation on the basis of data frdd8G

In individual years for the period 2014-2017, val@éCV (in cases of the all variables)
were higher than the assumed threshold 10%. It snéeat a discriminative possibility of
the all variables sufficed and the all variableallryears from the period of mentioned four
years should be regarded in the clustering pro¥éken considering the analysis of relative
dispersion, it can be remarked that variatyés characterised by the highest leveCafin
the great majority of analysed years (i.e. thregrg)e On the other hand, variabie is
characterised by the lowest valueG¥ in all analysed years. Within the framework of the
analysis ofCS one notices mostly right-handed asymmetry. Iresas this asymmetry,
there are more values lower thall in comparison to values higher tham.

Then the courses of the variables were analyseccamgpared. In Figure 2, values of
the all variables in each year for the period 22047 were presented. ISO 3166-2:PL code
(implemented by the International OrganizationStaendardization), was applied to denote
voivodships. Each panel of Figure 2 related to lagotariable from the set of the analysed
variables X, Xz, X3, Xa, Xs).

The visual analysis leads to the remark that withim framework of variablX, the
Masovian Voivodship was placed on th& dosition in each year from the period 2014-
2017. Furthermore, within the top three (in terrhgariableX;) the following voivodships
were placed most frequently: Lower Silesian (oree 2 position and twice the'3Bposi-
tion), Lesser Poland (once th& position and twice the'Bposition). When it comes to the
last three positions ($415*, 16"), Holy Cross Voivodship can be first of all digjirished.
This voivodship was twice'8and twice 2. Within the last three voivodsips, Wamian-
-Masurian Voivodship and Subcarpathian Voivodshipusred also occupying them fre-
quently often (each of them thrice).
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Figure 2. The courses of analysed variables (iin%t)e period 2014-2017

Source: Own coverage on the basis of data from GUS.

Much similarity to the above remarks can be notiagéttiin the variableX,. Masovian
Voivodship was the leader in each year. Lesserridoléoivodship was thrice in the top
three. Lower Silesian Voivodship was twice in ldcas of this range. Referring to the three
last places, the last position was taken by Holys€N/oivodship in all the analysed years.
Besides (within these places), the most frequemtiyurring voivodships (and their fre-
quency) were the same as in the case of varkable
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In terms of variableXs, one can remark that Masovian Voivodship wdinleach year
from analysed period. Within the®and ¥ position, Lower Silesian and Lesser Poland
Voivodship are characterised by the most frequaf@gccurrence. In turn, Wamian-Masu-
rian, Lubusz, and Lublin Voivodship were the mastgfiently placed among three last
voivodships.

With reference to voivodships positions in thedief variableXs, Masovian Vovidship
was also placed on thé! position in each year for the period of the anedyfour years.
Within the two consecutive positions, Greater Pdland Lower Silesian Voivodship were
present thrice and twice respectively. It is warthing that Holy Cross, Wamian-Masurian,
and Lubusz Voivodship were usually present in & 15'and 16'places.

Considering variablXs, Masovian Voivodship was placed in tHégdbsition (in all the
cases). Lesser Poland Voivodship was twice in thpdition. The same results were ob-
served in the case of Opole Voivodship. In turnblise, Lublin and Subcarpathian Voi-
vodship were placed the most frequently (eacherftkhrice) in the three last voivodships.

Summarising the above considered results, MasoVigimodship was the absolute
leader in all considered aspects. It can be alsatioreed that Lower Silesian and Lesser
Poland Voivodship were especially often seen inttigethree in the vast majority of the
analysed variables (four variables). If the thieest locations are taken into account, then it
can be emphasised that Warmian-Masurian, Holy Caosk Subcarpathian Voivodship
were placed the most frequently in cases of mgjafitanalysed variables. In this sense,
Warmian-Masurian Voivodship was listed in case$oaf variables in this range of loca-
tions. In the cases of Holy Cross and Subcarpatavodship, it can be noticed that each
of them was listed as the most frequent in ternthrefe variables.

In order to verify the above mentioned remarks,rirkings for particular years were
created. The three aggregated measures were usedelected results of correlation anal-
ysis between rankings were presented in Table 3.

Table 3. Values of Kendall’s rank correlation comént

T
2014 2015
Measure S hi di Measure S hi di

S 1.0000*| 0.9500*| 0.9500* S 1.0000*| 0.9167*| 0.9500*
hi 0.9500*| 1.0000*| 0.9333* hi 0.9167*| 1.0000*| 0.8667*
di 0.9500*| 0.9333* 1.0000* di 0.9500*| 0.8667* 1.0000*

2016 2017
S 1.0000*| 0.9667*| 0.9667* S 1.0000*| 0.9500*| 0.9667*
hi 0.9667*| 1.0000*| 0.9333* hi 0.9500*| 1.0000* 0.9833*
di 0.9667*| 0.9333* 1.0000* di 0.9667*| 0.9833* 1.0000*

Note: * denotes statistical significance at 1% leve

Source: Own calculation on the basis of data frdd8G

Due to the fact that several rankings were prepéraded on the different aggregated
measures), their conformity was examined. This aggir makes it possible to assess re-
liability of obtained results and conclusions. Téfere, values of Spearman’s rank correla-
tion coefficientp and Kendall's rank correlation coefficieniverecalculated. The calcula-
tions referred to correlation in particular paifsvarious measures (i.e. betwegnandh;,

s anddi, h; andd;) within the framework of individual year in the mgred period. All
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obtained values of both coefficients indicate thafrelation in the all compared pairs of
rankings is statistically significanp (< 0.01). Presentation of the results (in Tablev&d}
limited to the values of Kendals's rank correlatawefficientz.

The rankings under the measure were presented as an exemplary in Figure 3
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Figure 3. Rankings of voivodships under theneasure

Source: Own coverage on the basis of data from GUS.

When it comes to the top three, it was noticed tthatesults (obtained by the use of all
types of applied measures) were the same withifrimework of particular year. Maso-
vian Vovivodship was placed in thé' position in all analysed years. The following two
positions were the most frequently occupied by LioSiesian and Lesser Poland Voivod-
ship. In 2014 and 2017 Lower Silesian Voivodshiswathe 29 place and in 2015 this
voivodship was 3. Lessser Poland Voivodship was once located ir2th@osition and
then twice in the '8 place. It was observed in 2015, 2016 and 2017eaisely. So, the
result related to the top three was coincident withresult of visual analysis of particular
variables in the period of four years. The analpdishe three last positions leads to the
statement that the lowest level of explored phemamevas observed in Holy Cross Voi-
vodship (thrice in the last position under thenadlasures). In 2015 Lubusz Voivodship was
located in the last position. This voivodship wis®an the 18 position in 2014. In case of
this voivodship, the results was confirmed by thengasures. Warmian Masurian Voivod-
ship was also located in the range of three lastgs twice. It means, in the position
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in 2015 (under the measuseand h)) and in the 18 position in 2017 (under the three
measures). The T4osition (in 2014 under the meassrandh)) and the 18 position (in
2016 under the three measures) were taken by LMbivodship. The result was very sim-
ilar to the remarks from visual analysis. The freiey of occurrence in the first three places
according to the carried out visual analysis (e analysis of the course of individual
variables in time) does not necessarily coincidedaty with places in the ranking because
in the linear ordering of objects, the distancesvben objects are the most important.

The effects of clustering the voivodships by meafi#/ard’s method and the square of
the Euclidean distance for four examined yearpeggented in Figure 4. On the other hand,
the spatial visualisation of the clusters of voisbighs was also presented in the next figure
(Figure 5).
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Figure 4. Clustering of voivodships by means of &&amethod

Source: Own calculatioran the basis of data from GUS.
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O The third category
O The second category
W The first category

O The third category
O The second category
B The first category

O The third category
O The second category
B The first category

O The third category
O The second category
B The first category

Figure 5. Spatial visualization of the voivodshighssters fixed by the use of Ward’s method

Source: Own coverage (on the basis of dendrograalysas) in R programme.

The analysis of the dendrogram for 2014 leads @octinclusion that three categories
of voivodships can be differentiated. The firste(thest) category comprises only one
voivodship, i.e. Masovian Voivodship. The seconggary consists of the seven following
voivodships: West Pomeranian, Greater Poland, i8ie©pole, Podlachian, Lesser Po-
land, and Lower Silesian. The third (the least tlgped) category contains: Holy Cross,
Warmian-Masurian, Lubusz, Lublin, SubcarpathianmB@nian, Lodz, and Kuyavian-
-Pomeranian Voivodship. Therefore, this clusterolmgd eight objects. In comparison
to the previous year, in 2015 the third categorg weduced to six voivodships. Namely,
Lublin, Pomeranian, Kuyavian-Pomeranian and Lod&daship went to the second clus-
ter, but West Pomeranian and Opole tumbled tdhiné tategory. So, the number of objects
in the second category increased to nine. In 20&6tWomeranian and Opole Voivodship
returned to the second category. It caused the ttategory to consist of only four
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voivodships, whereas the second cluster involvedlegl voivodships. Important changes
were found in 2017. The first category was extenetliesser Poland and Lower Silesian
Voivodships, which went from the second categorffe®changes in terms of second and
third category, the second category included nirjeas and the third category was com-
prised of four objects.

To summarise, the number of objects in the firgtgary and second category increased
in the period 2014-2017. In the first case, the Imemincreased from one to three, and in
the second category — from seven to nine (in 20&6number even equalled 11). If the
changes of number of third category are refledtesh one can describe them as decreasing.
The number of objects in this category decreasad frine to four. In connection with this,
the detected changes in analysed structure of gehips can be assessed as positive.

The maps are so created that the better the cgtefar voivodship, the darker is its
colour (Figure 5). Therefore, the figure enableseasment of spatial dispersion. Especially
important is the identification of a differentiatidbetween the east and the west of Poland.
The maps do not point out a clear dispersion betvesstern and western voivodships in
terms of analysed categories. The greatest diffiateon in the analysed period was in
2014. The majority of western voivodships were lie second category, whereas the
majority of eastern voivodships were in the thiedegiory. In the subsequent years, this
structure of voivodships was blurred. In this cahtéhe detected clusters and their changes
in the analysed period can therefore be said tzebeficial. What is more, it was perceived
that the clusters, which were distinguished in tewhoverall ICT usage by enterprises
(Kaczmarczyk, 2017, p. 83-96¢oincided with the clusters presented in FigurénSorder
to compare the results, the effect of clusterinyaaships from quoted work was set in
Figure 6.

O poorly O poorly
O sufficiently O sufficiently
B good B good
B very good B very good

Figure 6. Clustering of voivodships under fhmeans method

Source: (Kaczmarczyk, 2017, p. 93).
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In the stated work, seventeen variables, associgthdCT usage in enterprises, were
used to detect clusters of voivodships. Thereftire,following variables (being relative
frequencies) were inter alia used in the clusterifig voivodships: enterprises using
computers, enterprises with access to the Inteenétrprises with broadband access to the
Internet, employees using computers in enterprésaployees using computers with access
to the Internet, enterprises placing orders by medrcomputer networks, enterprises re-
ceiving orders by means of computer networks, enisgs running big data analyses. In
quoted research, four clusters (very good, godéicently, and poor) were discovered for
the years 2014 and 2015 separately. There arergwaah@logies in the compared works.
The cluster, which is characterised by the higles! of ICT usage (the cluster termed as
very good), contained one vovodship, namely MasoWaivodship. Holy Cross, War-
mian-Masurian, and Lubusz Voivodship were clasdifigo the lowest cluster (identified
as poor), so it is coincident with the findingseasbled in Figure 5. Therefore, statement
can be formulated that a voivodship belonging¢tuater characterised by a particular level
of social media usage in enterprises depends belidmging to a cluster referring to overall
ICT usage in enterprises.

Enterprises (in %) using any social media in thedkates are shown in Figure 7.

It is worth emphasising that in Poland the levesodial media usage was the lowest in
the whole of the European Union in 2015-2017. Taeg@ntage of enterprises using any
social media was assumed as the indicator in tlewbadescribed analysis. The data was
extracted from Eurostat database. Then, the dat@vdered by the decreasing value of the
indicator.

Therefore, Poland has occupied the last positidharperiod 2014-2017 and the results
for Poland increased from 22% in 2014 to 27% in”20eanwhile, the values of the indi-
cator for the European Union (28) were 36%, 399804587% for 2014, 2015, 2016, and
2017 respectively.

Therefore, in 2014 the result for Poland was 14gm®iage points lower than the average
for the European Union (28). Then (in 2015) Polaas 17 percentage points lower than
the European Union (28). In 2016 and 2017 the néigt@mounted 20 percentage points. It
can be detected that the distance between PolahtharEuropean Union has stabilised in
the last analysed year. It means in 2017 the distdid not increase. In 2017 the difference
between Poland and the European Union was at ttieanged level.

Despite stopping the distance increase, this aisdhydicates a serious challenge for the
Polish policy of digitalisation within the framewoof the considered issue. Moreover, the
results of Malta (the leader in the all analysedrggincreased from 66 to 74 per cent for
individual years from the period 2014-2017. Sojrtgknto account the results of Malta,
the indicator for Poland was 44, 50, 46, and 4¢q@age points lower in 2014, 2015, 2016,
and 2017 respectively. In comparison to the peeggntof enterprises using any social
media in Malta, results of Poland are very low. Tgercentage of enterprises using
social media (percentage of enterprises regardfdgad of social media — social network-
ing services, blogs and micro-blogs, portals emgbfnultimedia sharing, Wiki tools) in
Masovian Voivodship were 28.5%, 28.9%, 35.3%, aBd% in 2014, 2015, 2016, and
2017 respectively. Therefore, the results of even leading-edge vovivodship in this
context, namely Masovian Voivodship, are clearlydo than in case of average for the
European Union (28).
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2014 2015
Malta 66 Malta 72
Ireland 60 Ireland 64
Netherlands 8 Netherlands 63
Cyprus 52 Cyprus 57
Denmark 49 Denmark Kl
Sweden 48 United Kingdom 54
Finland 46 Sweden 53
United Kingdom 44 Finland 50
Austria 41 Belgium 45
Slovenia 39 Slovenia 42
Portugal 39 Austria 42
Greece 8 Lithuania 42
Croatia 37 Spain 40
Spain 37 L 39
I b 36 EU-28 39
Lithuania 36 Portugal 38
EU-28 36 Croatia 88
Germany 33 Germany 88
ttaly 32 ftaly 37
Slovakia 29 Greece 37
Estonia 8 Slovakia 34
Bulgaria 8 Estonia 33
Hungary 26 France 30
Romania 22 Bulgaria 30
Poland 22 Hungary 29
Latvia 19 Latvia 28
France | nodata Romania 25
Czech Republic | no data Czech Republic 25
Belgium | no datal Poland 22
) 10 20 30 40 50 60 70 ) 20 40 60 80
2016 2017
Malita 71 Malita 74
Irefand 66 Netherlands 68
Netherlands 65 Ireland 68
Cyprus 64 Denmark 68
Denmark 64 Cyprus 67
Finland 60 Sweden 65
United Kingdom 59 United Kingdom 63
Sweden 58 Finland 63
Belgium 53 Belgium 58
Austria 50 L 54
L b 49 Austria 53
Germany a7 Spain 51
Slovenia 46 Lithuania 50
Lithuania 45 Greece 50
EU-28 45 Slovenia 47
Portugal 44 EU-28 47
Spain 44 Portugal 46
Greece a4 Croatia 45
Croatia a2 Germany a5
italy 39 ttaly a4
Estonia 39 France 41
France 3 Estonia 40
Slovakia 34 Slovakia 39
Hungary 34 Hungary 38
Czech Republic 34 Czech Republic 3
Bulgaria 32 Romania 35
Romania 30 Bulgaria 34
Latvia 26 Latvia 30
Poland 25 Poland 27
o 20 40 60 80 ] 20 40 60 80

Figure 7. Enterprises using any social media irBbestates (in %)

Source: Own coverage on the basis of Eurostat ds¢ab

5. CONCLUSIONS AND RECOMMENDATIONS

With regard to social media usage by enterprisely, asovian Voivodship existed in
the first (the best category) from 2014 to 2016.tBe first category consisted originally of
one object but in 2017 the number of voivodshipthia category was extended to three. It
was caused by inclusion of two additional followikgivodships: Lower Silesian and
Lesser Poland. In the analysed period of four yahessecond category was also extended
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from seven to nine objects. On the other handthind category was reduced from nine to
four voivodships. Warmian-Masurian and Holy Crosswddship were located in the third
category in consecutive years (without exceptiar)the period 2014-2017. The above
mentioned voivodships (in the first and third carstwvere also located very similarly in the
vast majority of analysed variables in individuahys for the period 2014-2017. In conclu-
sion, the changes of the structure of voivodshiphé analysed field are beneficial. How-
ever, from the above is concluded a recommendédtionegional policy connected with
digitalisation and building a knowledge-based ecoynoSo, the voivodships belonging es-
pecially to the third category should escalate alotiedia usage in enterprises, which is
obviously connected with overall ICT usage by gmtiees in these voivodships. It is espe-
cially important from the point of view of the rdsuof the EU states in terms of social
media usage in enterprises, because Poland waedoirathe last position (taking into
account the percentage of enterprises using arigl soedia).

In turn, the analysis of spatial dispersion ledds to the positive conclusion. The maps
do not indicate a clear dispersion between eastechwestern voivodships in terms of
analysed categories. It can be perceived that idpeision between eastern and western
regions decreased in the analysed period. The itya@frwestern voivodships was in the
second category in individual years for the pend@014-2017, but some eastern voivod-
ships were also classified into the second cated@wdlachian Voivodship was in the all
analysed years in the second category and Lublimddship was in the second category
in 2015 and 2017. Notwithstanding, the easternaaships with the lowest social media
usage in enterprises should concentrate on inteaisifn of the explored phenomenon.
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